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Abstract: The joint transform correlator (JTC) technique has been found to be suitable for
real-time matching and tracking operations. Among the various JTC techniques proposed in the
literature, t he fringe-adjusted JT C h as b een found t o yield b etter correlation o utput for t arget
detection. In this paper, we propose a generalized fringe-adjusted JTC based algorithm for
detecting and tracking a target in a video image sequence. The proposed JTC based algorithm
has been found to be suitable for near real time recognition and tracking of a static or moving
target. The performance of the proposed technique has been verified with real life image
sequences.
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1. Introduction
The joint transform correlator (JTC) [1] technique has shown remarkable promise for real-time
optical pattern recognition and tracking applications [2-3]. The main advantages of the JTC are
that it does not require any complex filter fabrication, allows real-time update of the reference
image, permits simultaneous Fourier transform of the reference image and the unknown input
scene, and avoids the precise positioning otherwise required in matched filter based correlator
[4].

A new class of JTCs which employs Fourier plane joint power spectrum (JPS) apodization
based on the reference image has been found to yield better correlation output. Among the
various apodization based techniques, the recently proposed fringe-adjusted filter (FAF) based
JTC appears to be particularly attractive since it avoids the problems otherwise associated with
the alternate JTC techniques [1-3, 5, 7-14]. The fringe-adjusted JTC [6] employs a real-valued
filter called FAF at the Fourier plane and is found to yield significantly better correlation
performance when compared to the existing JTCs. In the fringe-adjusted JTC [6], the JPS is
multiplied by FAF before applying the inverse Fourier transform to yield the correlation output.
The fringe-adjusted JTC yields better correlation performance than alternate JTCs for the case of
noise-free single target [6, 7] and multi-target binary input scenes under normal as well as poor
illumination conditions [15-17]. However, for noise corrupted input scenes, whenever the
reference power spectrum contains very low values (IR(u,v)l2 0), a fringe-adjusted JTC has been
found to yield low correlation peak intensity. To overcome this limitation, recently a fractional
fringe-adjusted JTC [1 8] technique has been proposed which employs a family of real-valued
filters, called generalized fringe-adjusted filters (GFAF).

In this paper, we discuss the development and implementation of an algorithm, based on
GFAF, capable of detecting and tracking a target in gray-level video sequence acquired by an
infrared camera mounted on a moving platform. The performance of the proposed techniques has
been verified with real life infrared video sequences.
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2. Generalized JTC Based Algorithm
In a JTC, the unknown input scene and the known reference image are displayed side-by-side in
the input plane, illuminated by a coherent, collimated laser beam. The input joint image plane is
located at a distance of one focal length from a lens, which Fourier transforms the input joint
image at the Fourier plane. The Fourier transformed patterns constructively interfere with each
other to create an interference pattern called joint power spectrum. This interference pattern is
recorded in real time using a square law device such as a CCD camera. The joint power spectrum
is inverse Fourier transformed by another Fourier transform lens to yield the correlation output.
For a match, two correlation peaks or bright spots are produced and for a mismatch, negligible or
no correlation peaks are produced.

The block diagram for the fringe-adjusted JTC algorithm is shown in Fig. 1, where the
reference and the unknown input image are introduced in the input plane using a spatial light
modulator (SLM) such as a liquid crystal television illuminated by a laser light source. If
r(x,y+yo) represents the reference image and t(x,y-yo) represents the input scene containing n
objects tj(x - Xj, 3) - yj), t2(x - X2, y - y2), ..., t(x - x,, y - yr.) respectively, and if the input scene is
also assumed to be corrupted by noise n(x,y-yo), the inputjoint image becomes

(1)

ence Image

Fig. 1 . Joint transform correlation algorithm.

Applying Fourier transform to the inputjoint image ofEq. (1) produces the JPS, given by

IF(u,v)12 = IR(u,v)12 + (u,v)2 N(u,v)I2 +2(u,v)R(u,v)Icos[41(u,v) —4(u,v)—u —
vy1 —2vy0]

+R(U,V)IN(U,V)COS[)r(U,V) — 4n(u,v)+2VyO)]+2(U,V)IIN(U,v)cos[ti(U, V)4n (U, v) —u.—vy1] (2)

n—i n

I1Xu,v)MTk(u,v)Icos[ti(u,v) —4(k(U,V) —UX k V))1 + Vyk]
1=1 k=i+i

where R(u, v) I I T,(u,v) I and IN(u, v) I are the amplitudes, and q5rU, v), q$,(u, v) and q$n(u, v) are the
phases of the Fourier transforms of r(x,y), t(x,y) and n(x,y) respectively; u and v are mutually

f(x,y) = r(x,y + y0)+(x—x1,y — — Yo)± n(x,y —y)

E

86     Proc. of SPIE Vol. 5201



independent frequency-domain variables scaled by a factor 2ir I2 f , X is the wavelength of the
collimating light andfis the focal length ofthe Fourier transforming lenses.

The fringe-adjusted JTC has been found to yield better correlation performance for the case
of noise-free single/multiple target detection under varying illumination conditions of the input
scene [7]. For noise-free input scenes, the fringe-adjusted JTC has been found to yield
significantly better correlation output when compared to the alternate JTCs. However, for noisy
input scenes, it may accentuate the noise component of the input scene which may degrade the
system performance. To overcome the aforementioned problems, and at the same time, to utilize
the fringe-adjusted filter as a versatile tool for various practical applications, we propose a
generalized FAF, defined as

H(u, v) = C(u,v)[D(u, v) + R(u, v)m ' (3)
where m is a constant, and C(u,v) and D(u,v) are either constants or functions of u and v. When
C(u,v) is properly selected, one can avoid having an optical gain greater than unity. With very
small values ofD(u,v), the pole problem otherwise associated with an inverse filter is overcome.
When m = 0, D(u,v) = 0 and C(u,v) = 1, the GFAF-based JTC corresponds to the classical JTC;
when m = 2, D(u, v) << IR(u,v)12 and C(u, v) = 1 , the GFAF-based JTC corresponds to the fringe-
adjusted JTC or inverse filter based JTC; and when m = 1, D(u,v) << IR(u,v)I and C(u,v) = 1, the
GFAF-based JTC corresponds to the phase-only JTC. The aforementioned three cases
correspond to the complex matched filtering (m = 0), inverse filtering (m = 2) and phase-only
filtering (m = 1) [13, 19]. Thus, all important types of matched filter based correlators can be
implemented in real time using the proposed fractional power fringe-adjusted JTC while
avoiding the limitations of matched filter based correlators. For noise-free input scenes, the
fringe-adjusted JTC yields the highest correlation output. However, for noise corrupted input
scenes, the fractional power phase-only JTC yields better correlation output than the fringe-

adjusted JTC. If C(u,v) = 1 and R(u, v)m >> D(u, v), then Eq. (3) may be approximated as

H(u,v) R(u,v)m . The fringe-adjusted JPS is obtained by multiplying the JPS of Eq. (2) by
the filter function H(u,v) and is thus given by

G(u,v)=H(u,v)xF(u,v)2IR(u,v)_m xIF(u,v)12 (4)

InEq. (2), the first three terms correspond to the zero-order peak, the fourth term corresponds
to the desired crosscorrelation between the reference image and the input scene objects; the fifth
and sixth terms correspond to the crosscorrelation between the reference image (input scene) and
the noise term and, the last term corresponds to the crosscorrelation between the different input
scene objects. If multiple identical targets are present in the input scene, then in addition to the
desired autocorrelation peaks between the reference and the targets, other correlation peaks will
be produced due to the autocorrelation between the targets themselves [corresponding to the last
term ofEq. (2)], which yield false correlation peaks (called false alarms) in the output plane.

Most recently, we have proposed a Fourier plane image subtraction technique which can be

achieved by recording the input-scene-only power spectrum (IT(u, v)12 ) and the reference-only

power spectrum (IR(u, v)12) separately. Since the reference image is known, fR(u, v)2 may be
precalculated and stored in the computer. Both the input-scene-only power spectrum and the
reference-image-only power spectrum are then subtracted from the JPS of Eq. (2). Thus, the
modified JPS obtained using the Fourier plane image subtraction technique may be expressed as
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n

P(u,v) =F(u,v2 HT(u,v2HR(u,v2 — —2vy]

The subtraction operation eliminates the zero order term, the false alarms generated by the
similar input scene targets as well as the crosscorrelation terms between other objects that may
be present in the input scene. Notice that the subtraction operation does not require any
additional hardware. By exploiting the above-mentioned Fourier plane image subtraction
technique [20], the fractional power fringe-adjusted JTC can significantly reduce the effect of
noise a nd c lutter w hich may b e p resent i n t he i nput s cene, a nd eliminate t hec rosscorrelation
terms generated by the input scene targets. The modified JPS of Eq. (5) is then multiplied by the
GFAF ofEq. (4) to yield the modified fringe-adjusted JPS, given by

O(u,v) =H(u,v)x P(u,v)IR(u,v)m x P(u,v) (6)

An inverse Fourier transform of Eq. (6) yields the correlation output that will consist of pairs
of delta functions corresponding to the input scene targets and negligible crosscorrelation output
between the reference and non-target objects as well as the noise term.

3. Motion Estimation Using GJTC
In addition to performing raw pattern matching, a JTC can be particularly useful for tracking
images in a real environment where targets move in challenging scenarios corrupted by noise,
clutter and other artifacts. By correlating successive frames, for instance, the location of one or
more targets can be found between two consecutive frames.

In this paper, a JTC based algorithm has been developed for distortion invariant target
recognition and tracking using multimodal criterion. For example, the nonlinear JTC is capable
of tracking a target by efficiently estimating image motion as shown in Fig. 2. Our algorithm
consists of two modes: detection and tracking. In the detection mode, target position is estimated
in the input scene and is stored as an XY coordinate vector. When the target is identified, the
GJTC algorithm switches into the tracking mode.

The proposed tracking algorithm utilizes the GJTC technique for estimating object motion as
shown in Fig. 2. In Fig. 2, the image at time, t = t1, corresponds to a frame from a sequence of
frames containing the target; and the image at time, t = t2, is the next frame of that sequence. In
this technique, the shift of the target between two consecutive frames of an image sequence is
measured t o estimate t he m otion o f a given t arget. Ifb oth t he r eference i mage and t he input
image are same, the correlation output will contain two symmetric correlation peaks, which
indicates the relative location of the target in the input image. The image motion is measured by
performing GJTC based 2D correlation of the sequential images and additional post-processing
of the correlation output. After post-processing, the difference between the position vector of the
current frame and the previous frame is obtained to estimate the position of the target.

The shift of the correlation peaks relative to the reference axes corresponds to the shift
between the input image and reference image. High redundancy of the correlation procedure
permits to obtain pixel accuracy for the determination of the position of the peaks and the shift
value. Thus the GJTC algorithm allows efficient real time tracking of moving targets.
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Fig. 2. Image motion determination with 2-D correlation

The proposed GJTC based algorithm for target tracking involves the following four steps:
. Image preprocessing, which involves procedures including formatting and correcting of the

data to facilitate better visual interpretation.
. Image segmentation, which is useful for identifying regions of interest in a scene or

annotating the data. By segmentation the search for the target is reduced to a suitable region
of the image by using some a priori knowledge on the scene. The segmentation helps to
achieve consistent tracking results for scenes with arbitrary object motion.

. Recognition stage, which tests each target by cross-correlation technique, if validated, is
classified according to the database of reference images.

. Tracking stage, which keeps track of the moving target of interest in successive frames.
The proposed approach can be very helpful for the automatic moving target tracking in real
world. The steps ofthe algorithm are discussed in the following subsections.

3.1 Preprocessing
Preprocessing operation is mainly intended for correcting the distortions of image data.
Corrections may be necessary due to variations in scene illumination and viewing geometry,
atmospheric conditions, and sensor noise and response. Noise in an image may be due to
irregularities or errors that occur in the sensor response and/or data recording and transmission.
Each of these will vary depending on the specific sensor and platform used to acquire the data
and the conditions during data acquisition. All of these effects should be corrected before
detection and tracking is performed. Also, it may be desirable to convert and/or calibrate the data
to known (absolute) radiation or reflectance units to facilitate comparison between data.
Preprocessing functions involve those operations that are normally required prior to the main
data analysis and extraction of information. The images are preprocessed to simplify subsequent
operations of target detection and tracking without losing relevant information. The
preprocessing steps are shown in Fig. 3 . After taking each frame, intensity normalization is
carried out to all pixels of that frame to adjust the average intensity level. After that the mean
value of that frame is subtracted from all pixel values of the image to remove the background.
Thus we improve the appearance of the imagery to assist in better visual interpretation and
analysis. By this processing we have intensified the target in the image relative to the pixel
values of background and the useful features of the target in the image are enhanced.

3.2 Segmentation
Image and video segmentation is useful in target detection and tracking applications for
identifying regions of interest in a scene or annotating the data. The objective of segmentation
technique is to partition a given image into meaningful regions of components. The definition of
"meaningful region" is a function of the problem being considered. For example, in our

Correlation
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Pre-processed frame

Select sub-frame
containing the target

Intensity Normalization of
the sub-frame

Pre-processed
Sub-Frame

Fig. 3 (a) Preprocessing of an image frame, (b) Preprocessing of a sub-frame.

algorithm the purpose of segmentation is to identify regions corresponding to targets in the
scene. In particular, in our algorithm, we used a segmentation operation to isolate the target of
interest from other objects in the input scene and from the hostile background by using some a
priori knowledge about the location of target on the scene. The main focus of this work is
partitioning the image to obtain spatial segmentation of that image into sub-images and to pick
one sub-image, which contains the target. The size of the window of sub-image determines the
size of image regions that will be used to detect the target. In our implementation, the sub-image
is a 25x25 window. The overall approach of the image-segmentation for each frame in a
sequence is similar. The segmentation operation for two different sequences having different
locations of target is shown in Fig. 4. Preprocessing steps of Fig. 3 are again applied to the sub-
frame, before taking it as our reference image as well as input image, to further enhance relative
features of target.

Determination of mean for
the sub-frame

Subtract mean from all
pixel values
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We also tested our algorithm using another arbitrary sequence (Sequence 2) supplied by
AMCOM. For this sequence, the desired target appears in Frame #131 and it is a moving target.
This sequence contains 195 frames and the corresponding tracking results obtained using the
GJTC algorithm is shown in Fig. 7.
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Fig. 6. Tracking results ofobject by using JTC
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5. Conclusion
In this paper, we presented a GJTC algorithm for near real-time detection and tracking of moving
targets in terrestrial scenes. We consider the problem of extracting the features of moving targets
in the presence of clutter and other artifacts. Experimental results show that the proposed
algorithm is a powerful tool for detection and tracking ofmoving targets.

Frame #131

Fig. 7. Tracking results for another object by using JTC

Input Joint Image

50 100 150 200 250

Correlation output

Frame #169

00

input Joint Image

50
•

100

150

200

250
50 100 150 200 25020 40 60 60 100 120

Frame #169

20 40 60 60 100 120

Correlation output

94     Proc. of SPIE Vol. 5201



866T 'N-S d 'uos.z J1ndwo3Jo uozvqJc4' doqspoj rqj oij 'oop!A uq-pi moij 
upIo1q pU uoq1oJissj o U!AOJ/I4,, 'jt d S 11i I jU !1.1S0A!1fl i H 'uod!1 1 U1j'T TZ 

(866T) 'c9-sc d ' uq 'o 'JoTolloo TLuoJsU1J1 1U!O1 JOpJO-OJOZUOM,, 'A S L S!OUU pui UIA OflqZRjS '!'l °I'-'ID 0Z 
(9661) 'OOT6 d '(T)8z "PL V7 00 'HJ Ajuo-osqd poTnpom 

Pfl!Tdm pZTOJOST,, 'pty s v v pui oj d y js 'uippnippjj jA[ ){ 61 
(c661) '9TZE8OZ 

d ' 40 'JOjOJJOO W1OJSUJ uio1 posn1pi-ouuj JoMod jiuoqoij,, 'anjy s i'i s i (66T) ZTL d '66 'UflWWOJ O 'miuoods JoMod 

T1LTOJSU1J uio1 ut suoipioossi ssioiuuj jo jAomoa,, 'A S J. d pui sioipuy 'd 'uoq3 J LI 
Q66T) L191-OT9T d ' uq co 'JoTnoo UUOJSU1Jl uio1 

plsnip-ou!TJ jOiJijOW 1 UiSfl UOiOOOp OJdTlJnJ/S4,, 'WU1)J y JAJ j1U TU1J S 1\T 91 
(866T) 'zs-cL d 'UiJddUL8UTl7XflldOfOlVUJflOf 

'JOTTOflO3 T1UOJSU1UJ UiOf OJflSJ UOiOjOOUJ pOSflh-UUJ,, 'Ainoqj ç pu wijy s ii cT 
(c661) £ZZIZZ 'd 'oz vi idO 'JOTJJOO 

T1UOJSU1Jl IU!o1 ouquou omso-uaioqooxj,, 'spoo 'j j pui soqpwisy £inoqj ç j (o66T) 9:z-z d '6Z 'O /ddV 'JolHd AJU00Sqd pjnpoj' pnT!TduV ut 
u!sfl UOTlU!mUOSiU UOI11IOJJO3 poAoldnq,, 'uiqiç .j s pui muj y j,s 'pty s v v (1661) t'9Z09Z d '9 'unmmo3 1d0 'UOiUiWUOS!G 

UO!l1JOllOD U!AOJdU1J JOJ 311 pOI1jflpoJA-pflI!jdIU\T,, 'x 'S PUI oiq H 'Ud •G Z1 
(z661) ZOLTOOLI d 'jj p'j dO 'snuoJsuIfl 1OIAM 

ssn :iitu 10IT01100 UUOJSUtJ UiOf,, 'SUTA3 d N 'SDflJOUI)J fJ . E[ pu Z{ 'q 'fl'J f X TT 
(6861) 066Z186Z d '7O 7V 'UOTflOO WJOJSU1U TuTo1Io1qo-iJnm 

Jo uoTlzuiuTq OUUJ jo soojj,, 'XJOOJD v a pui IM 'I 'UO3 'J 'A S L d 0T 
(66T) oc- d 'z: •;icJO •laTaTv 'jojonoo 

T1LTOJSUJI lU!o1 popoouo-diiqo qi uoiooop oo1qo-jdiJnj,,, 'ipiAf '[ pui uij 
(z661) oc-ct d 'z ar v'i 2s icJO 'iopuoo wiojsu pnol 

jothq IooIqoTlJnm ut uoquunuosip uoipiioo pOAOJthuJ,, 'muij y j, pu mjy s v'i s 
(66T) oct'-t' d ' c1o 

•icJcJV 'UOTUftUflJJ! UTAJ1A Jopun JO1TOJJOO T1UOJSU1J-UTOf,, 'WUI 1ç1 JA{ U1 UIRJ\T S 1'\T L 
(66T) oc-Et' d 'z •;icJO 'JOWIOJTO3 TU.TOJSUIJI ITTTo1 posn1p-ouu,, 'wut y ji pui TUIJy s i 9 

(8861) c99-:99 d ' /ddV 'ouijd ounoj qT l JOfljOW 
P!WdS £uuiq uisn uoqjauoo owi uuojsui uioç,, 'on j pu !pTA1f [ ç 

96I '9t'T6T dd'OT 

-LI iCLOfl/J JU[ "'k1 ¶[I 'U!1OJ Jrnlds xojdmoo Aq uoioop 'lflTEJOPUA V t' 
(8861) ZLI-OLT 

d '9Z WO iddV 'iopjouoo unojsui lulol posiq Al jsA.io prnbij i uisn uoipuooi 
uiawd omi-ai oAT1dipy,, 'Aiooirj 'y pu 'ml i 'Tnmnr s 'A s i (t'861) 9 10T d 'zc unwwoj 

i''o 'JojOJJoO uuoJsuJI lulol ojqmun oid u-jioi y,, 'n ç x pu A S j •(996T) 6tZT9t'ZT d ' icJO 
icklV 'SUOT13UflJ OM1 U!AJOAUOO Xjj1O!3do JoJ onbiuqoa y,, 'uiwpooD f pu JOAOJV 

9 

Proc. of SPIE Vol. 5201     95



22. J. Hwang, Y. Ooi and S. Ozawa, "Visual feedback control system for tracking and zooming a
target," Proc. of the International Conference on Power Electronics and Motion Control,
IEEE, 1992.

Acknowledgement
This research was supported by a grant from the Army Research Office (ARO: 43004-CT).

96     Proc. of SPIE Vol. 5201


